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ABSTRACT: Zero-day attacks exploit previously unknown vulnerabilities and evade signature-based defenses,
creating a critical need for adaptive, behavior-driven detection. This paper presents an Al-powered zero-day attack
detection system that leverages multi-scale network behaviour analysis to identify novel threats in real time. Our
approach fuses temporal flow-level features, protocol-aware semantic embeddings, and host-network interaction
graphs into a unified representation, then applies a hybrid Al stack combining self-supervised contrastive learning, a
lightweight graph neural network, and an anomaly-scoring autoencoder ensemble. This design captures both short-term
bursts and long-term contextual shifts in network behavior while remaining robust to benign traffic variability. A
streaming inference pipeline with incremental model updates supports near-real-time alerts and low-latency
remediation, and a calibrated scorer reduces false positives by contextualizing anomalies with historical patterns and
threat indicators. We evaluate the system using a combination of controlled zero-day emulations and diverse public
traffic traces; results show the model consistently detects previously unseen attack patterns with high true positive rates
and substantially lower false alarm rates compared to baseline signature- and rule-based systems. Finally, we discuss
operational considerations for deployment—privacy-preserving telemetry, model explainability for incident response,
and continuous learning to adapt to evolving network environments. The system demonstrates a practical, scalable path
for moving detection from static signatures to behavior-centric, Al-driven defenses against zero-day threats.

KEYWORDS: zero-day detection, network behaviour analysis, self-supervised learning, graph neural networks,
anomaly detection, real-time security.

L. INTRODUCTION

Despite significant advancements in intrusion detection technologies, many traditional systems struggle to keep pace
with the rapidly changing threat landscape. Signature-based IDSs such as Snort and Suricata rely on predefined rules or
known attack patterns, which renders them ineffective against zero-day exploits that have not yet been cataloged in
threat intelligence databases. Furthermore, the maintenance of these systems requires constant rule updates and expert
knowledge, which limits their scalability and responsiveness. As a result, there is a growing consensus in both
academia and industry that anomaly-based systems—particularly those powered by Al—are better suited for detecting
unknown threats.

One of the core challenges in zero-day attack detection is achieving a balance between detection accuracy and system
efficiency. While high detection rates are desirable, they must not come at the cost of excessive false positives, which
can overwhelm security analysts and reduce trust in the system. Al models, especially those trained with behavioral
data, offer improved generalization capabilities. They can detect patterns and relationships in high-dimensional data
that are often imperceptible to human analysts or rule-based engines. Deep learning architectures such as Long Short-
Term Memory (LSTM) networks and autoencoders have shown strong performance in modeling temporal
dependencies and identifying subtle anomalies within large volumes of network traffic.

Real-time detection is another critical requirement for any modern intrusion detection system. The latency between the

onset of an attack and its detection can determine the extent of the damage. Al-powered systems can process incoming
network traffic at scale and provide rapid assessments, making them suitable for real-time applications. Additionally,
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these systems can be integrated with Security Information and Event Management (SIEM) platforms to automate
response mechanisms, such as traffic blocking, session termination, or alert escalation. This automation is vital in high-
volume environments where manual intervention is impractical.

Moreover, the growing diversity of network environments—including cloud infrastructures, Internet of Things (IoT)
ecosystems, and software-defined networks (SDNs)—poses new challenges for intrusion detection systems. These
environments produce heterogeneous and dynamic traffic patterns that traditional IDSs are ill-equipped to analyze
effectively. Al-driven network behavior analysis adapts more readily to these complex conditions by continuously
learning and updating behavioral baselines. Through techniques like online learning and adaptive thresholding, the
detection system remains resilient in the face of evolving network topologies and usage patterns.

Another advantage of using Al in conjunction with network behavior analysis lies in the interpretability and
visualization of threats. While deep learning models are often criticized for being "black boxes," recent work in
explainable AI (XAI) has enabled the extraction of meaningful insights from model predictions. Visualizing anomalous
traffic flows and providing context-aware explanations for detected threats can significantly enhance the decision-
making capabilities of security analysts. This fosters a more informed and proactive security posture, especially when
dealing with sophisticated adversaries and advanced persistent threats (APTs).

Lastly, the scalability of the proposed system is a key focus area. Modern enterprise networks generate terabytes of
traffic daily, necessitating detection systems that can operate under heavy loads without degradation in performance.
The proposed architecture incorporates distributed data processing frameworks and optimized model inference
techniques to ensure that detection remains effective across large-scale deployments. This scalability is essential for
adoption in both enterprise and national infrastructure contexts, where security threats can have far-reaching
implications.

II. LITERATURE SURVEY

Recent research in cybersecurity has increasingly focused on moving beyond traditional signature-based intrusion
detection toward more adaptive, behavior-driven methods. Conventional intrusion detection systems (IDS) rely on
predefined patterns or rules to identify threats, which renders them ineffective against zero-day attacks—threats that
exploit previously unknown vulnerabilities. Since these attacks leave no known digital fingerprints, the research
community has shifted toward anomaly detection methods that model normal network behavior and flag deviations as
potential threats. Studies published in leading IEEE journals have demonstrated that behavioral analysis can
successfully reveal subtle deviations in network traffic, even when payloads are encrypted or obfuscated, offering an
important advantage over static rule-based systems.

Early work in network behavior analysis primarily used statistical and flow-level metrics such as packet inter-arrival
time, flow duration, and protocol distribution to characterize network patterns. These methods were effective in
detecting volumetric anomalies but often failed to generalize across different network environments. To overcome this
limitation, researchers began adopting machine learning (ML) techniques that automatically learn patterns of normal
and abnormal behavior from data. Classical models such as k-means clustering, one-class SVMs, and isolation forests
have been applied to traffic analysis with varying success. While these approaches improved sensitivity to novel
threats, they often suffered from high false positive rates due to the dynamic nature of modern network traffic.

The emergence of deep learning brought a new dimension to zero-day attack detection. Deep autoencoders and
recurrent neural networks (RNNs) were employed to capture complex temporal dependencies and latent feature
representations in network flows. Autoencoder-based systems, for instance, learn to reconstruct normal traffic patterns,
and reconstruction errors are used as anomaly indicators. Studies demonstrated that such models could effectively
identify new attack types without prior labeling, though their performance heavily depended on the diversity and
quality of training data. To reduce false alarms and improve interpretability, researchers introduced hybrid approaches
that combined supervised classification with unsupervised anomaly scoring, leveraging both labeled and unlabeled
datasets.

IJIRSET©2026 | AnISO 9001:2008 Certified Journal | 525



http://www.ijirset.com/

Impact
Factor

8.699

L\

ﬂ:’% International Journal of Innovative Research of
‘I3 j Science, Engineering and Technology (IJIRSET)

lwww.ijirset.com |A Monthly, Peer Reviewed & Refereed Journal| e-ISSN: 2319-8753| p-ISSN: 2347-6710|

Volume 15, Issue 1, January 2026
|DOI: 10.15680/IJIRSET.2026.1501073|

In recent years, self-supervised learning has emerged as a powerful paradigm for zero-day threat detection. Self-
supervised techniques enable the model to learn robust representations from vast amounts of unlabeled network data by
formulating surrogate tasks, such as predicting masked flow features or distinguishing between temporally augmented
samples. Contrastive learning, in particular, has proven effective in separating normal and abnormal traffic distributions
in the latent space. IEEE studies have shown that contrastive pretraining enhances feature robustness, reduces reliance
on attack-labeled data, and significantly improves detection of unseen zero-day patterns when compared to fully
supervised baselines.

Another significant evolution in this field is the use of graph-based learning for modeling network relationships. Since
attacks often involve coordinated actions between multiple hosts or services, graph representations preserve the
structural dependencies between network entities. Graph Neural Networks (GNNs) have been successfully applied to
intrusion detection, capturing both spatial and temporal correlations in traffic. By representing hosts as nodes and
communication flows as edges, GNNs can model propagation paths, lateral movement, and command-and-control
behaviors typical of advanced persistent threats. This relational perspective allows for more holistic anomaly detection,
enabling the system to identify stealthy zero-day campaigns that would otherwise appear benign when analyzed at the
flow level.

Several studies have explored combining multiple learning paradigms into hybrid ensemble architectures to balance
detection accuracy and computational efficiency. For example, systems integrating contrastive pretraining, graph-based
relational modeling, and anomaly scoring autoencoders have demonstrated state-of-the-art performance on benchmark
datasets such as CIC-IDS2017 and UNSW-NBI15. Ensemble-based detectors also offer practical benefits, such as
enhanced stability under concept drift—where normal network behavior changes over time—and improved
explainability, as different modules contribute complementary detection evidence. This ensemble direction aligns with
current IEEE research trends toward modular, interpretable Al for cybersecurity.

Despite these advances, challenges remain. A persistent issue in zero-day detection is the scarcity of realistic and
labeled datasets. Many proposed systems are evaluated on synthetic traffic or known attack datasets, which do not
accurately represent zero-day conditions. Recent literature emphasizes the importance of cross-dataset validation and
controlled zero-day emulation to test generalization capabilities. Additionally, while anomaly detection models are
effective in research settings, their deployment in live enterprise environments is constrained by high false positive
rates, scalability limits, and privacy concerns. Newer approaches address these gaps through streaming architectures
that support real-time inference, incremental model updates, and privacy-preserving telemetry collection.

Overall, the literature reveals a clear trend toward Al-powered, behavior-centric zero-day detection frameworks that
combine temporal modeling, graph-based reasoning, and self-supervised feature learning. The integration of these
technologies promises systems that can detect previously unseen threats in real time, adapt to evolving network
conditions, and provide interpretable insights for security analysts. However, achieving this vision requires continued
research into scalable architectures, continuous learning pipelines, and explainable Al techniques that can bridge the
gap between model intelligence and human understanding. This synthesis of machine learning, graph analytics, and
behavior modeling represents the forefront of modern cybersecurity research and sets the foundation for the proposed
Al-powered zero-day detection system.

III. SYSTEM ARCHITECTURE

The proposed Al-powered zero-day attack detection system is designed to identify new and unknown cyber threats
by continuously analyzing network behavior rather than depending on fixed signatures or predefined rules. The overall
architecture functions as a multi-layer pipeline where data is collected from live network traffic, processed into
meaningful behavioral patterns, analyzed by intelligent Al models, and finally used to trigger alerts for potential zero-
day attacks. Each layer works together to create an adaptive, self-learning defense mechanism that can evolve with
changing network conditions.

The system begins with a data collection process that captures real-time traffic from routers, switches, and host

devices across the network. The data includes essential parameters such as IP addresses, ports, packet size, protocol
type, and timestamps. This raw traffic is converted into flow records, which provide summarized information about
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communication between devices. Since the data may contain sensitive information, anonymization techniques are
applied to protect user privacy before further processing.

Once data is collected, it undergoes feature extraction and preprocessing, where the raw network flows are
transformed into statistical and behavioral features that accurately represent network activity. These features include
metrics such as packet rates, flow durations, inter-arrival times, and connection frequencies. Normalization and noise
removal are performed to ensure data consistency. This stage is crucial because the quality and structure of these
features directly influence the accuracy of Al-based anomaly detection.

The next stage focuses on network behavior analysis, which establishes a baseline model of normal communication
patterns within the network. By studying historical flow data, the system learns how different devices typically interact,
how often they communicate, and what protocols they use. This baseline helps identify deviations that may indicate
malicious activity. For example, if a device suddenly starts sending large volumes of data to unfamiliar destinations, the
system detects this deviation as abnormal behavior. This behavioral profiling allows the detection of zero-day attacks
even when no prior signature or label exists.

At the core of the system lies the Al-powered detection engine, which combines multiple learning techniques to
identify anomalies with high precision. A self-supervised learning module is first trained on large volumes of unlabeled
network data to learn hidden patterns that represent normal behavior. The output embeddings are then processed by a
graph neural network (GNN) that captures relationships between hosts, services, and communication flows. This
allows the model to understand how attacks propagate across connected nodes. Additionally, an autoencoder-based
anomaly detector assigns anomaly scores to each observed event by comparing it to learned patterns of normal
activity. High anomaly scores indicate suspicious or zero-day behavior. The ensemble approach—using both self-
supervised learning and graph-based reasoning—significantly improves accuracy and reduces false alarms compared to
traditional systems.

When an anomaly is detected, the alert generation component creates a real-time security notification for
administrators. Each alert contains details such as the affected nodes, timestamps, traffic features, and an estimated
confidence score. These alerts can be integrated with existing security tools, such as Security Information and Event
Management (SIEM) systems, for further analysis or automated responses. This ensures that the network operator can
take immediate action, such as isolating compromised devices or blocking suspicious traffic, to prevent damage from
unfolding attacks.

To maintain long-term performance, the system includes a continuous learning mechanism that periodically retrains
the detection model using newly collected traffic data. This allows the model to adapt to evolving patterns of normal
behavior and emerging attack techniques without manual reconfiguration. Over time, the model becomes increasingly
robust and capable of recognizing subtle, previously unseen zero-day threats.

In summary, the system architecture integrates continuous traffic monitoring, intelligent feature extraction, adaptive
behavior analysis, and advanced Al detection models to provide an effective defense against zero-day attacks. By
focusing on network behavior rather than predefined signatures, it ensures proactive protection, scalability, and the
ability to evolve with modern cyber threats—making it a practical and forward-looking solution for real-world network
security environments.

IV.ALGORITM AND METHODOLOGY

The proposed system uses artificial intelligence and network behavior analysis to detect zero-day attacks in real time.
The method follows several main steps: data collection, feature extraction, model training, anomaly detection, and alert
generation. This process allows the system to learn normal traffic behavior, recognize unusual activities that may
indicate attacks, and adapt to new network conditions automatically.

First, the system collects network traffic from devices such as routers, firewalls, and user systems. The captured packets

are converted into flow records that summarize the communication between different devices. These records include
information like source and destination IP addresses, ports, protocols, packet counts, data size, and flow duration.
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Before analysis, the data is cleaned to remove incomplete or duplicate entries so that only valid and useful traffic
patterns are used.

Next, the system extracts important features from the network data to represent its behavior numerically. These features
include average packet size, flow duration, packet rate, inter-arrival time, and protocol usage. The data is then
normalized to keep all features on a similar scale. If needed, feature selection methods such as correlation analysis or
principal component analysis (PCA) are used to remove unnecessary information. This helps the AI model focus on the
most important factors that affect detection accuracy.

The core of the system is a hybrid AI model that combines three techniques: a self-supervised learning module, a graph
neural network (GNN), and an autoencoder-based anomaly detector. During training, the self-supervised model learns
patterns of normal network behavior without using labeled attack data. It creates feature embeddings that describe how
traffic normally behaves. These embeddings are then analyzed by the GNN, which represents network connections as a
graph of nodes and edges. This helps the model understand relationships between devices and identify unusual
communication patterns.

During detection, the autoencoder reconstructs normal traffic samples based on what it learned during training. The
difference between the original and reconstructed data is calculated as a reconstruction error. If this error is higher than
a defined threshold, the traffic is marked as abnormal, indicating a possible zero-day attack. The system adjusts this
threshold dynamically to maintain high accuracy and reduce false alarms as network conditions change.

Algorithmically, the detection procedure can be summarized as follows:

Input: Real-time network traffic data D = {f, f,,...,f,}.

Preprocess: Clean and normalize flow records.

Feature Extraction: Derive behavioral features F = {X;,X,,...,Xn}-

Representation Learning: Train a self-supervised encoder Eon normal flows to obtain embeddings Z = E(F).
Graph Modeling: Construct communication graph G(V, E)and apply a graph neural network for relational feature
learning.

6. Anomaly Scoring: Use autoencoder Ato reconstruct features and compute reconstruction error R =|| F — A(F) 1I2.
7. Detection: If R > T(threshold), classify as anomaly; otherwise, mark as normal.

8. Alerting: Generate an alert with confidence score and log for continuous learning.

Al e

This integrated methodology ensures high adaptability and robustness against previously unseen zero-day threats. By
combining temporal, spatial, and behavioral analysis with Al-driven learning, the system effectively distinguishes
between normal and malicious activities without requiring predefined attack signatures. The continuous retraining loop
further enhances the system’s long-term detection performance, making it suitable for deployment in dynamic and
large-scale network environments.

V. EXPERIMENTAL SETUP AND DATASET DESCRIPTION

For mixed real-world traffic and a broad set of attack classes, we use the CIC-IDS2017 dataset. CIC-IDS2017 provides
raw PCAPs and flow-level CSVs with labeled benign and attack traffic collected over multiple days, and it includes a
wide range of contemporary attack types useful for realistic IDS benchmarking. To complement CIC-IDS2017, the
UNSW-NBI15 dataset is included because it was generated in a cyber-range environment combining modern normal
activity with nine categories of attack traffic; UNSW-NB15 provides both packet captures and extracted features that
help validate model robustness to synthetic-but-realistic attacks. For classic benchmarking and for comparisons to prior
literature, the NSL-KDD dataset is used as a legacy baseline; NSL-KDD is a refined version of the original KDD’99
dataset that removes many redundant records and includes a test set with attack types not present in training, which
makes it useful for testing generalization to unseen variants.Finally, to evaluate detection of coordinated/multi-host
threats such as botnets, we use the CTU-13 dataset, a labeled set of 13 botnet capture scenarios that mixes real botnet
traffic with background traffic and supports experiments that examine host-level relational anomalies.

To emulate zero-day conditions in a controlled way, we reserve one or more attack families from each dataset as held-
out zero-day classes during training. For example, in cross-dataset zero-day tests we train on CIC-IDS2017 and
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UNSW-NBI5 (with certain attack families removed) and test on the held-out attack classes plus the other dataset’s
attacks, thereby measuring both within-domain and cross-domain generalization. Time-aware splits are used where
available (train on earlier timestamps, test on later timestamps) to avoid temporal leakage and to assess concept drift
handling. We also perform k-fold validation on smaller datasets (e.g., NSL-KDD, CTU-13 scenarios) and report
averaged performance to ensure statistical robustness.

Dataset Attack Types Train / Test Split
CIC-IDS2017 DoS, DDoS, Brute Force, Botnet 70% Train / 30% Test
UNSW-NB15 Fuzzers, Backdoor, @ Worms, | 60% Train / 40% Test

Exploits
NSL-KDD DoS, Probe, R2L, U2R Standard KDDTrain+ / KDDTest
CTU-13 Botnet families (Neris, Rbot, | 5 scenarios Train / 8 Test

Virut)
DARPA 1999 DoS, U2R, R2L 80% Train / 20% Test

VI. RESULT AND DISCUSSION

The proposed Al-powered zero-day attack detection system was evaluated on multiple benchmark datasets, including
CIC-IDS2017, UNSW-NB15, NSL-KDD, and CTU-13. The experiments measured the system's ability to detect
previously unseen attacks while maintaining low false-positive rates. Performance metrics included Detection Rate
(Recall), Precision, F1-Score, False Positive Rate (FPR), Area Under the ROC Curve (AUC), and Detection
Latency. Comparisons were made against baseline models such as Random Forest, XGBoost, One-Class SVM,
Isolation Forest, and standalone autoencoder and graph neural network models.

Across all datasets, the proposed hybrid model consistently outperformed the baselines. On CIC-IDS2017, the system
achieved a detection rate of 97.8% for zero-day attacks with an FPR of 2.1%, significantly higher than the best-
performing baseline (autoencoder alone), which achieved 91.4% detection with 5.7% FPR. Similarly, on UNSW-NBI15,
the hybrid model detected 96.5% of held-out attack classes with only 2.5% false positives, demonstrating its ability to
generalize across diverse network conditions. On NSL-KDD, the system achieved an F1-score of 0.95 for previously
unseen R2L and U2R attacks, outperforming classical ML models by 7-10% in F1-score. In CTU-13 botnet scenarios,
the GNN component successfully captured host-to-host communication anomalies, detecting coordinated botnet flows
that traditional flow-level models often missed.

Ablation studies highlight the contribution of each component in the hybrid system. Removing the self-supervised
encoder reduced the detection rate by 5—6%, indicating its importance in learning robust normal traffic representations.
Excluding the GNN module led to a 4% drop in detection of multi-host attacks, emphasizing the significance of
relational analysis. Similarly, using the autoencoder alone increased the false positive rate, showing the need for
ensemble scoring. These results confirm that combining self-supervised learning, graph-based relational modeling, and
anomaly reconstruction provides complementary strengths for accurate zero-day detection.

The system also exhibited strong real-time performance. Average detection latency per flow was under 150 ms on
standard CPU hardware, making it suitable for live network monitoring. Furthermore, the adaptive thresholding
mechanism effectively maintained low false positives even when network conditions changed, demonstrating resilience
to concept drift. Visualization of anomaly scores over time showed clear separation between benign flows and zero-day
attack patterns, which can aid network operators in prioritizing alerts and investigating incidents.

In summary, the experimental results demonstrate that the proposed Al-powered zero-day detection system is highly
effective across diverse datasets, attack types, and network environments. Its hybrid architecture enables accurate
detection of unknown threats, reduces false alarms, and operates efficiently in real-time. The combination of self-
supervised representation learning, graph neural networks, and autoencoder-based anomaly scoring establishes a
practical framework for scalable and adaptive network security.
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VII. CONCLUSION AND FEATURE WORK

The proposed Al-powered zero-day attack detection system demonstrates an effective and practical approach to
identifying previously unseen cyber threats through network behavior analysis. By integrating self-supervised learning,
graph neural networks, and autoencoder-based anomaly detection, the system accurately models normal traffic patterns,
captures relational and temporal dependencies, and identifies deviations indicative of zero-day attacks. Experimental
evaluations across multiple benchmark datasets, including CIC-IDS2017, UNSW-NB15, NSL-KDD, and CTU-13,
show that the hybrid architecture outperforms conventional machine learning and single-model approaches, achieving
high detection rates with low false positive ratios. The adaptive thresholding and continuous learning mechanisms
further ensure resilience to evolving network conditions and concept drift, making the system suitable for real-time
deployment in dynamic network environments.

For future work, several enhancements can be explored to further improve detection performance and operational
applicability. Incorporating federated learning could allow multiple organizations to collaboratively train models on
distributed network data while preserving privacy. Explainable AI techniques can be integrated to provide
interpretable insights into why a particular flow is flagged as anomalous, aiding security analysts in rapid decision-
making. Expanding the system to include protocol-specific behavior modeling and multi-layer intrusion analysis
may improve detection of highly stealthy attacks. Finally, evaluating the system under high-throughput, large-scale
network conditions will be important to ensure scalability and operational efficiency for enterprise or ISP-level
deployment. These future directions aim to create a more robust, transparent, and widely deployable zero-day attack
detection framework.
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